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Why System z for the cloud?

— What is motivating people to use System z for cloud?

— How is Linux deployed on the mainframe today?

Current deployment solutions

— Why are today’s solutions problematic?

CA Applogic for System z overview
— What is it and how does it work?
— How does it increase your productivity?

— How can it decrease your costs and risks?

Summary
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Why System y 4 fOl /I MemorableURL.com: Lin: X Y
MemorableURL.com

Thoughts about the Cloud, Virtuéhzation, Mainframes, Enterprise
Software...and other stuff.
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= Want to keep/move
cloud workloads in-

= Require high RASSS
environment

- Reliability, Accessibi
Stability and Scalabi

=» Linux on System z—A Cost Saver?

m

One of the claims that we in the Linux on System z world make is that it can be more cost effective to run
your systems on the mainframe than using a distributed x86-based architecture. | was trawling my
research and decided to post some of the key data points and quotations that support this hypothesis.
There's a huge amount of research behind this but if | were talking to a customer and wanted to hit the
highlights this would be a good starting point: e

¢ (Ower a three year period, total costs for hardware, software and support can
be up to 80% less with similar dramatic savings on floor space and
energy.

e Using a fully configured machine running Linux for System z, clients can
create and maintain a Linux virtual server in the 2114 for as little as $500
per year.[1]

¢ Extra resources to manage an additional 10 |FLs? Probably none at all but
add 100 x86 cores you'll need an additional two people.

¢ Clients can consolidate workloads from forty x-86 processors running Oracle software on to a
2114 with just three processors running Linux.

= Looking to lower cos

+ Run production, development and QA environment on single machine

¢ Much better resource utilization (often 90%+) without degradation on service vs. %86
typically at 10-20% utilization levels

¢ Just take Oracle licensing costs as an example. A System z10 BC with one IFL compared to
cluster of two %86 dual-processor Intel quad-core servers:

e Saving 87.5% on licensing Oracle Database Enterprise Edition Full License

¢ Saving 87.5% per annum on the cost of Oracle Database Enterprise Edition
+ According to Gartner, one major Insurance Company

¢ Saved ~80% of floor space and a similar percentage of electric power

« Avoided investing additional $10 million for backup
¢ Reduced TCO by 515 million in 3 years

‘www-03.ibm. comdpress/us’en/pressrelease/350 13 wss
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Current Deployment Solutions

Just provision Linux
container

Oracle WebLogic on IBM System z
Linux Under z/VM

Installation Quick Start

infrastructure and
middle

Provision entire L,
application stack

technologies
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Current Deployment Solutions

S ) Clone a
B - epriseserver golden image

forSystemz

ogic on IBM System z

I Script
o customization

SAP on DB2 9 for 2/0S:
Implementing Appiication

G 40D\ ‘
z| (i

> || W) |
A

aging
Cognos 8 BI for Linux
‘ on IBM System z

Manually install
and configure

Redbooks
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Evaluating Deployment Options

Provisioning just Linux or entire application? Consider...

Ongoing Controlled

Provisioning Management De-provisioning

= Speed to value = Manage to service = End of application

= Accuracy level objectives lifecycle

= Auditing and = Linux patching and = Varying capacity
reporting upgrades demands

= Resource allocation = Component patching = Efficient use of system

and constraints and upgrades etc. resources

VAN

@sg

= Charge/show back
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Simplify Linux on System z

and accelerate mainframe cloud

CA AppLogic® for Sy

—
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Quickly design, provision and manage
cloud applications on System z

Reduce costs and increase efficiency

* Host thousands of Linux on System z
applications on a single zEnterprise
server

Replaces need for hundreds of
distributed servers and their required
network fabric

Easily connect to z/OS transactions
and databases

Self-service provisioning on System z
combines cost reduction and agility
with massive scalability and reliability

technologies



Introducing CA AppLogic® for System z

a turnkey application platform

Virtualize Linux on System z
application and its
ENTIRE infrastructure

Firewalls

Load balancers
Web servers
App servers

Storage

9 Copyright © 2013 CA. All rights reserved.
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CA Applogic for System z

simplify deployment

Automatically scale,

easily migrate and

instantly replicate entire
Virtualized Business Service

Quickly and Easily Scale

11 Copyright © 2013 CA. All rights reserved.
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Using CA AppLogic for System z

Application  Edit  Assembly  Appliance Tools  Help
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CA Applogic for System z

taking a closer look

System Dashboard -
Applications Tab

Infrastructure Editor — Catalog

Infrastructure Editor —
Appliances Instances

z/0OS Service End Point

Virtual network connections
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http://the-voice.com/CA/demos/provisioningfauxdemo/demover2c.html

CA Applogic for System z

System Dashboard - Applications Tab

System Dashboard — TRy
A |icatio ns Ta b ~——_ € 5 C f B hips//141.202.162:30/%applications ~@ G =
p p Dashboard Applications ‘ Logs Suppart
2alel malal gelplsls Hald bx/Ein ol
Application Name ~ State Description CPU Mem BW
Lamp_r17 (template) Stopped LAMP Application {v2.0.0-2 5390) 1.05 1,536 300.00M
Sys_Filer_Linux (remplte) a Stopped Linux Filer Application (v4.1.0-1) 0.05  256.00M 1.00M
WDS64_Cent0562_r1 (emplate) Stopped Virtual Dedicated Server - Based on 64-bit CentOS 6.2 (v2.0.0-15390) 0,25 512.00M 1.00M
WS_API_r1 (templte) Stopped REST - based ApplLogic Web Service API (v1.0,19-1) 1.00 1.41G 1.40G
WiS_API_SAMPLE r1 (template) Stopped Applogic APT Sample Application 1.05 166G 1.15G
205 _SvcPt_Admin_r1 {remplate) Stopped Applogic 2/03 Service End Point Administration UI 1.05 2,006 1.20G6
e = S N T I
LMCO_Dema Stopped 7.55 18.31G 6.35G
PartnerDemo0123 Stopped 3.05 3.47G 3.90G
vd01 Stopped 0.00 0.00 0.00
Copyright @ 2012 CA. All Rights Reserved. License terms, You arelogged in s joswser  Logout Help Feedback About

technologies
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CA Applogic for System z
Infrastructure Editor — Catalog

Infrastructure Editor —
\
Catalog

23
i

technologies
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CA Applogic for System z
Infrastructure Editor — Catalog

Infrastructure Editor —
Catalog
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Enhance the Service Delivery Capabilities
of your CA AppLogic infrastructure with
our Cloud Control Panel (CCP) application

dns|eur il Cloud Control Panel

TOP SELLERS

CA Service Desk Manager Cloud Appliance For MSPs 10 4%
Users

RATING: frir drirf
technolegies CATechnologies

Gain control of and standardize your Incident, Problem,
Knowledge nd Configuration Management processes in

Radix SharePoint Standard Edition Template

Radix Technologies SA

Radix SharePoint Standard Template with Active Directory. The
Application still requires knowledge of SharePointto start using
and Administering.

RATING: frir i iy

CA Service Catalog Cloud Appliance For MSPs 500 wns gin 8

LOGIN  REGISTER

FIND SOLUTIONS

Category
Select One [+]

Sub Category
Select Category First [+]

FEATURED APPS

CA Process Automation
€A Microsoft Windows Cloud.
“ | CA Technologies

CA Applogic Trial / Evaluation
2o License
CA Technologies

ScaleMatrix Private Cloud - 8
Qs Server, 16 CPU
ScaleMatrix

FREE APPS

ScaleUp WORDPRESS
g - Application
ScaleUp Technologies GmbH
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CA Applogic for System z

Infrastructure Editor — Appliances Instances

[ Caapplogic® for Systerr %

= = C # |[ doc3tera.com/Applogic30z/Catalog_Ref/indexhtm?tochtm?CatSwitchesL3LB.htm T GEI 2 =
scaling of a VolIP cluster. In this example, the udp_roundrobin mode of operation is used. -
(4] sevl °”: 2
Back to Bookshelf Bt ot ———— in_ 5 !
" ¢
B =
® Appliance Catalog Reference Guide Cinz

® | egal Notices
® Contact CA Technologies

* Catalog Overview < in3
Infrastructure Editor— R
Appliances Instances

@ Web Server Appliances ind
@ Database Appliances

@ Miscellanzous Appliances

= @ switches ’Nu_‘tes
* HALS - Session-aware HTTP Open source and third-party software used inside of the appliance
load balancer based on HA
Proxy L3LB uses the following third-party open source packages in addition to the third-party open source packages used
81315 - TCP/UDP Load Balancer]l [kt
& PS8 - Scalable Port Switch = haproxy-1.4.19-1.cl6.ca.s390x.rpm
QGateways = php-thttpd-2.25b-24.cl6_5.3.3.ca.5390x.rpm
& Generic » perl-Time-HiRes-1.9721-119.¢l6_1.1.5390x.rom
& svept Templates
@ Filer Catalog = php-common-5.3.3-3.cl6_2.8.s390x.rpm
= php-embedded-5.3.3-3.cl6_2.8.5390x.rpm

Copyright © 2013 CA. All rights reserved. Rate ?his Page
”The content on this page was useful to me.

02 03 0405 Agree strongly

Disagree strongly ©

Submit rating and optional comments about this page

doc.3tera,com/Applogic30z/Catalog_Ref/CatSwitchesL3LE html ! [T} 3
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CA Applogic for System z

2/0OS Service End Point

Five certified z/OS subsystems:

[qatest = |

BM IMs 1
1Bl . out > in =
CA Datacom®
> ~~ .
CA IDMS™
:
IBM DB2
e e -
IBM CICS
IBM_CICS 1
...Or create your own
18 Copyright © 2013 CA. All rights reserved.
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http://the-voice.com/CA/demos/provisioningfauxdemo/demover2c.html

CA Applogic for System z
virtual network connections
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Advantages of the CA ApplLogic® methodology

20

Self-validating deployments. Applogic for System z checks system
settings and pipework before launching applications

Easy access. Provide as much or as little access to resources on grid
as necessary

Easy to construct. “Next” instances of appliances can be easily
created from current versions

Easy to move. Appliances can be quickly moved from one grid to
another for production, application migration or DR processing

Simplified recovery. Recovery techniques can be designed into
appliance implementation as a policy

Quickly scale. Quickly provide “raw” capacity to App Dev or QA
without having to interact to provision, implement virtual machines

Copyright © 2013 CA. All rights reserved.
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Benefits of a virtual business service
ability to deploy applications & services in minutes

More Agility for Enterprises
Build and deploy apps in minutes!
On-demand elasticity and flexibility
Replicate and scale apps instantly

Work through an intuitive GUI, not by
pulling cables and copying gold images

21

Leverage Power of Linux on System z

Increase RASSS

Reduce datacenter costs
Reduce management costs
Easier interoperability with z/OS

The ultimate cloud platform

Copyright © 2013 CA. All rights reserved.
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Summary

Linux on System z
is the optimal
platform for
many scenarios

Today’s
methods are
expensive,
slow and high
risk

CA Applogic for System z:

* Simplifies deployment and
management of Linux on the
mainframe

Provides a cost-effective,
robust cloud platform

Increases your productivity
while reducing risk

technologies
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FOR INFORMATION PURPOSES ONLY

Terms of this presentation

This presentation was based on current information and resource allocations as of April 2013 and is subject to change or
withdrawal by CA at any time without notice. Notwithstanding anything in this presentation to the contrary, this presentation
shall not serve to (i) affect the rights and/or obligations of CA or its licensees under any existing or future written license
agreement or services agreement relating to any CA software product; or (ii) amend any product documentation or
specifications for any CA software product. The development, release and timing of any features or functionality described

in this presentation remain at CA’s sole discretion. Notwithstanding anything in this presentation to the contrary, upon the
general availability of any future CA product release referenced in this presentation, CA will make such release available (i)
for sale to new licensees of such product; and (ii) to existing licensees of such product on a when and if-available basis as part of
CA maintenance and support, and in the form of a regularly scheduled major product release. Such releases may be made
available to current licensees of such product who are current subscribers to CA maintenance and support on a when and
if-available basis. In the event of a conflict between the terms of this paragraph and any other information contained in this
presentation, the terms of this paragraph shall govern.

Certain information in this presentation may outline CA’s general product direction. All information in this presentation is for
your informational purposes only and may not be incorporated into any contract. CA assumes no responsibility for the accuracy
or completeness of the information. To the extent permitted by applicable law, CA provides this presentation “as is” without
warranty of any kind, including without limitation, any implied warranties or merchantability, fitness for a particular purpose, or
non-infringement. In no event will CA be liable for any loss or damage, direct or indirect, from the use of this document,
including, without limitation, lost profits, lost investment, business interruption, goodwill, or lost data, even if CA is expressly
advised in advance of the possibility of such damages. CA confidential and proprietary. No unauthorized copying or distribution
permitted.

z/0S®, z/VM®, zEnterprise®, WebSphere®, System z®, HiperSockets™, DB2® are registered trademarks of IBM in the United
States.

Copyright © 2013 CA. All rights reserved. All trademarks, trade names, service marks and logos referenced herein belong
to their respective companies. CA confidential and proprietary. No unauthorized copying or distribution permitted.
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