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agenda

— Why Linux on System z?

— CA Management for Linux on System z
— CA VM:Manager™ Suite to optimize z/VM virtual environment

— Velocity zZVPS™ Performance Suite to manage performance and capacity
planning

— UPSTREAM for Linux on System z to backup and restore data

— CA Mainframe Connector for Linux on System z to centrally monitor and
manage z/0S, z/VM, and Linux on System z

— Other CA solutions for Linux on System z

— Q&A
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why Linux on System z?

o Linux on System z is energy efficient technology
o Reduce energy consumption and save floor space
o Increase utilization and operations efficiency
o Reduce staffing resources required
o STOP Server Sprawl

a Economics of IFLs and z/VM® help drive down cost of IT

o Perpetual license, separate from MIPS calculation

o Consolidate from distributed environments to Linux on System z to
reduce server sprawl and simplify operations

technologies
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Linux on System z
trends — showing significant growth!

35% of IBM System z customers run Installed Linux MIPS
Linux on System z (includes 63 of top Growing at 39% CAGR*
100)

IBM shipped approximately 2,000
Integrated Facility for Linux (IFL)
specialty engines in 2010

Installed IFL MIPS increased 24% in
2011
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20% of System z MIPS are deployed * Based on YE 2004 to YE 201
to support Linux

e Over 3,000 applications are available for Linux on System z

Source: IBM, April 2012
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managing and securing z/VM virtual
environment

Ga



automate z/VM management

z/VM Challenges

Growing Linux workload capacity

Managing and securing z/VM and Linux
environments

Reducing time and cost of manual tasks
Controlled, safe resource sharing
z/VM performance monitoring

Device sharing, media protection

Provisioning Backup & Restore

Streamline
and
Automate
Virtualization
Platform

Security

How CA Solutions Help You Address these Challenges

Reduce human intervention and errors

Event
Automation

— Remove complexity and lower costs for both z/VM and mainframe Linux
environments by automating routine, labor-intensive tasks

— Scale to handle large Linux deployments with thousands of virtual Linux guests
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CA VM:Manager" Suite for Linux on System z

CA z/VM products simplify environment

Security Operations Management
CA Top Secret® for z/VM CA VM:Operator™
CA ACF2™ for z/VM CA VM:Schedule™
CA VM:Secure CA VM:Spool™

Linux on System z

sk o [ [ unoc | o |
Li Li Li Li Li

DIS Storage Assets INUX INUX INuUx INUX INUX CA VM:BatChTM

CA VM:Account™

CA VM:Director™

z/VM

Provisioning

CA VM:Director™

Storage Backup/Recovery CA VM:Secure
CA VM:Backup™ (HiDRO) CA VM:Archiver™
CA VM:Archiver
Resource Chargeback Tape Management
CA VM:Account™ Performance Tuning CA VM:Tape™
CA Explore® Performance CA Dynam/T for z/VM
Management for z/VM

CA VM:Operator™
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optimizing Linux on System z performance




achieving Linux on System z cost saving benefits

optimized utilization

Optimizing CPU utilization is how
organizations are achieving
significant cost savings benefits with
Linux on System z

= Financial system — 27 IFLs on one
CEC running 85% utilization

e

B |nsurance company -7 |FLs often
B running above 95% utilization

Handy-

Key to high processor utilization
is proper systems management

Credit card company —runs 12 IFLs
consistently above 95% utilization
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Velocity zZVPS™ Performance Suite

optimize z/VM and Linux on System performance

Best in class
performance management
for Linux on System z

Combine
multi-platform system
management expertise
from CA Technologies

...with the performance

measurement expertise
from Velocity Software

Performance Analysis

= Collects real-time metrics on all facets of performance for all
servers including z/VM, Linux on System z and distributed servers

= Enables immediate analysis of real-time problems

Capacity Planning

= Provides trend data for projecting capacity requirements of future
workloads

®= |nterfaces to popular enterprise capacity planning facilities console

Chargeback and Accounting

= Delivers data needed for chargeback and accounting, with
complete and accurate data for both Linux on System z applications
and z/VM virtual machines

Operational Alerts

* |mmediately detects and reports performance and capacity issues

=  Provides alerts via a 3270 interface, web-based browser, and via
SNMP alerts to integrate into your management console

10 Copyright © 2012 CA. All rights reserved. m

technologies



real-time display of performance information

Linux Summary =

B velocity Software - ESALPS = [ [ B velocity Software - ESALPS

Linux Memory Analysis for all nodes

Linux Utilization
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Graphical display of up-to-the-minute Linux on System z performance data
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operational alerts

= ZVIEW - CA TECHNOLOGIES - ZVM001 (ZVM001) -\ . .
VELOCITY 7yM001 - Exceptions Analysis Alerts - 11/10/22 at 17:07 zVIEW provides graphical

o — —— display of performance
I— ) § fusr area on LINUX121 is 84.66% full data Via a Web browse r,
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S including zMON alerts
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zVIEW - CA TECHNOLOGIES - ZVM001 (ZVM001)
VELOCITY ESAUSLA - User Service Level Analysis
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ZVIEW - CA TECHNOLOGIES - ZVM001 (ZVMO001)

ESAEXCP - Transaction Exception Log )
Report on SLA exceptions

LINUX1Z23 response time (seconds): 7786, 55 CPU seccnds, 483 DARSD I/0
LINUX122 response time (seconds): 723.2, 42 CPU seccnds, 32% DASD I/0
LINU¥1Z3 response time (seconds): 770.5, 52 CPU seconds, 535 DASD I/0
LINUX122 response time (seconds): 871.¢, 4& CPU seccnds, 387 DASD I/0
LINUX1Z23 response time (seconds): TEI.T, 53 CPU secconds, 424 DASD I/0
LINUX1Z1l response time (seconds): 2.0, 3.42 CPU secoconds, 57 DasSD I/0
LINUX122 response time (seconds): 713.€, 47 CPU seccnds, 383 DASD I/0
LINUX1Z23 response time (seconds): 787.2, 53 CPU seccnds, 459 DASD I/0
LINU¥1Z2 response time (seconds): &0.5, 12 CPU seccnds, 44 DRSD I/0
LINUX1Z3 response time (seconds): 87.9, 21 CPU seconds, 54 DASD I/0
LINUX123 response time (seconds): 81.%, 15 CPU seccnds, €2 DASD I/0
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detail chargeback accounting

Transition IT
Graphs <-——Service Unit Factor---» Charge —-—Resources Used-—--> from a
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— Deliver detail data needed for chargeback and accounting, with complete
and accurate data for both Linux on System z applications and z/VM virtual
machines

— Data is captured at the process level

— Chargeback Linux on System z resource usage to applicable business,
department or agency

— Data can also be processed in CA MICS® Resource Management
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zVVPS Performance Suite

architecture

TCPIP
SNMP/MIB Il

zPRO Portal ___Web Displays
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Real-Time Displays
-
h
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zVVPS Performance Suite

the differentiators

Comprehensive Data Collection

* z/VVM Subsystems (processor, storage, 1/0, paging)

z/VM Guest resources

* Linux on System z — disk, storage, processor Linux on System 2
. . . i Linu ' Linu > Linu » Li
* Networked servers (Linux, Unix, Windows) A

Linux applications 7 z/VM

System z

High Data Capture Ratio

 Critical for accurate analysis, reporting, and accounting

Uses existing Linux on System z SNMPD process for data capture
* Eliminates overhead and maintenance of new performance agent

* Adds additional VSI MIB set to capture process level data
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benchmark performance

comprehensive view of performance data

IBM System z Distributed Servers (x86)

When planning e
a consolidation . |

. 5 £7 Windows
project, gather g

S ®

accurate data UNIX
across all - .
platforms
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http://www.vmware.com/
http://windows.microsoft.com/en-US/windows/home

protecting Linux on System z application
and system data
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importance of file level backups

Restore Time Objective

Recovery Point Objective Service Level Agreements

File Level
Backups

KL

Regulatory Compliance

%ng

18 Copyright © 2012 CA. All rights reserved. -
ogles



why backup to the mainframe?

'\$~«-__‘_ . ‘ ost Re

And provides the most cost effective way to
protect your critical applications and data
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UPSTREAM for Linux on System z

best-in-class data protection

o ININOVATIION
DI.\T/.\ PROCESSING

— Fast, scalable and highly reliable backup
and recovery for Linux on System z

Peace of
Mind

Business

N — Only solution that will backup up to z/0S
Continuity

— Leverage existing z/OS skills and
infrastructure for operational efficiency

— Rely on proven z/0S disaster recovery
strengths
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UPSTREAM for Linux on System z

architecture

:
\

z/VM
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UPSTREAM for Linux on System z

architecture

UPSTREAM Linux on
System z Clients

UPSTREAM agents run on
Linux servers to protect
Linux data

UPSTREAM
Linux on
System z

Clients

Linux Data
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UPSTREAM for Linux on System z

architecture

System z

1

UPSTREAM z/0S Storage

Server UPSTREAM

Linux on
System z
Clients

Linux Data

UPSTREAM is only data
protection solution that
provides backup to z/0S

storage server

Enabling backup to
z/0S tape or disk

For increased reliability
and compliance UPSTREAM Backups

23 Copyright © 2012 CA. All rights reserved. .
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UPSTREAM for Linux on System z

innovative high performance data protection

UPSTREAM exploits

HiperSocket Technology -
iperSockets

Takes backup and recovery
off corporate network

UPSTREAM
Linux on
System z

Clients

Protect very large amounts
of data without negatively
impacting corporate
communications or
customer access

Linux Data

24 Copyright © 2012 CA. All rights reserved. -
ogies



UPSTREAM for Linux on System z

scalable architecture

UPSTREAM architecture provides
scalability to protect your data as
your business grows

HiperSockets

UPSTREAM UPSTREAM ..‘_T..
z/0S ~  Linuxon
Storage System z

Clients Linux Data

Server

UPSTREAM
Linux on
System z

Clients

S

Linux Data

UPSTREAM Backups
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UPSTREAM for Linux on System z

scalable architecture

System z

HiperSockets
UPSTREAM

Scalable architecture allows
multiple storage servers

Linux on
System z
Clients

Linux Data

z/0S

A

z/VM

o B

UPSTREAM Backups
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System z

|

HiperSockets

UPSTREAM
Linux on
System z
Clients

o

Linux Data

z/VM
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UPSTREAM for Linux on System z

scalable architecture

Flexible architecture also enables
networking between systems

HiperSockets

UPSTREAM UPSTREAM ..‘_T..
z/0S ~  Linuxon
Storage System z

Clients Linux Data

Server

UPSTREAM
Linux on
System z

Clients

S

Linux Data

UPSTREAM Backups
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UPSTREAM for Linux on System z

centralized control and view of backups

Flexible management interface
provides centralized view and control
of Linux on System z backups

HiperSockets

UPSTREAM = UPSTREAM

z/0S Linux on
Storage System z
Server Clients

HiperSockets

. | UPSTREAM UPSTREAM
z/0S ‘ Linux on
Storage System z
Server ‘ Clients
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UPSTREAM “Director”

save time by simplifying and automating data protection

— Communicate, control and

&% LINUX123 - Version content(s): Back To Full :;

:ILINU}(‘I 23 |- [ Add Exclude

Add directory

Specify restore to...

Add diriw suh-dir(s]ll Add ile(s) | Filte E

L
—

Tw

/

/

User-friendly graphical management

interface for centralized single view

and control of L
backups

inux on System z
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Directory(s): .| Content(s) of:
Ll Bl Conteniteliot | | monitor Linux on System z
B My Backups [ Marne | size | Modified |
hity Profile (LINUMT 23) :|.autofsck 020111018 223209 PM (1) (o k
T v W& zo11 1020 170838 F|_| | autorelabel 0 2000 04/26 15:05:44 PM baC u pS
=1 || bash_history B8 2011 DE/21 20:48:08 PM
L) DBhackup ||| DBEbackup 2011 08i02 01:03:35 AM .
= B 2011 0621 062918M0 o " |nitiate backups and restores
L] boot & boat 2009 11427 12:06:47 PM
L) dev |2 dev 2011 10720 16:47:43 PM h k f .
) stc D et 201110418 22:33:20 PM [ |
L home A0 home 2011 DB0T 11:00:42 A B C ec StatUS O runnlng
L lib AED ik 2011 0620 20:52:45 P .
L] 1ib64 0 tibka 2011 06124 04:0315 AM Operatlons
[ lnst+found S lost+found 2008 0701 15:52:37 PM
) rmedia A0 media 2008 0S/08 11:28:23 AM . .
£ st D misc 2011 10118 22:33:24 PM = Retrieve |Og files
CJ rmnt | [ mnt 2008 0701 16:16:39 PM =
= = — :'I—HI mat . T = B K e I = 1 — . . .
" : e "' O = Perform profile configuration
object(s): 27 ‘| file(s): 3, gze: 94,276 (92KB) directory(s): 24

Run pre- and post-processing
jobs

— Run from web browser for
easy cross platform operations

— Keep storage administrators
efficient, aware and advised

technologies



data reduction technology

reduce overhead and speed up backup/recovery

Advanced Data Reduction Technology Features

— Data Compression
— 5 levels available
e
— Synthetic Full Merge Backup

— Logical file granularity

— Incremental backup processing

— Eliminates need to do more than one “traditional” full
backup

— Block level segmented backup support
— Exclude/Include
— Migration or disk grooming of inactive data

— Integration with leading mainframe de-duplication
hardware appliance makers

30 Copyright © 2012 CA. Allrights reserved. -
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synthetic full merge technology

minimizes data transmission and reduces backup time

“First Time Full” ‘ i

Incremental #1

New Merged
Full Backup

Incremental #2

Incremental #3

Incremental #4

NN

“Full Merge”

Incremental and Directory Listing
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high performance database agents
efficient, reliable protection for large amounts of data

pB2 | Lows On-line agents for DB2/UDB, ORACLE, LOTUS
SRACLE NOteS

Manage large amounts of data within scheduled
backup window with “hot backup” technology

Perform backups without bringing down database

Allows continuous customer access

32 Copyright © 2012 CA. Allrights reserved.



UPSTREAM

“Rescuer” facility

Quick and easy disaster recovery of Linux on System z
applications, systems, configurations and data

— Backup the whole system without taking it
offline

— Clone a complete machine easily

L] — Reduces training and administration while
saving resources

— Makes recovery more consistently
successful

33 Copyright © 2012 CA. Allrights reserved. m
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centrally monitor and manage z/0S, z/VM,
and Linux on System z
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CA Mainframe Connector for Linux on System z

z/VM z/0S
Linux ( Connector CA
Linux Linux Solve:Operations

. Agent
Linux ==eex—
Linux|  syslog
. daemon
Linux{ CA Mainframe
Connector for
Linux on System z
CA OPS/MVS
z/VM Connector (May 2012)
Agent

Cross-platform automation and integrated message handling for Linux on System z

35 Copyright © 2012 CA. All rights reserved.
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VM and Linux resources managed from one pane of glass

QANM1031 Resource Monitor CA31-0022
Command

0ANMO11 - Graphical Monitor : linux - LINUXAPPS
Command > B

S=Status L=Trang

ACTIVE ACTIVE INACT IVE
e LINUX113.QC12 LINUX113.CALXAG LINUX113.0C22
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CA31 JES JES2 LINUX113.QC23 ZVM002 LINUX113.0C2
CA31 JOB CICSPROD UNKNOWN ACT IVE ACT IVE
Rl s £ LINUX113.QC4 LINUX113
CA31 STC DENMX9JV i Seg
CA31 STC DI1IGADISIT LINUX113.QC16 LINUX113.QC13 LINUX113.0C24 LINUX113.0C20
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CA31 S D10AMSTR

CA31 STC OANM10
CA31 TAP 0OE7B INACT IVE ACTIVE INACT IVE

LINUX113.0C21 LINUX113.0C19 LINUX113.0QC7

CA31 TAPE OE7C LINUX113.0C9 LINUX113.0QC3 LINUX113.0QC25

/‘VP1() 11 [ T NUX L] NU\< 1 8 1 ACT IVE INACT IVE UNKNOWN
ZVMO11 LXAPP JLINUX181 . CALXAGNT

LINUX181.0A2 HAS BEEN‘STOPPED BY KILL
ZVM011 LXAPP |LINUX181.0A3 LINUX181.Q0A3 IS STARTING

ZVMO11 LXAPP |1 H~JU><]8].(J(1“J LINUX181.0AS IS ACTIVE

LINUX181.0A9 HAS BEEN STOPPED BY KILL
LINUX181.0A11 IS INACTIVE |
2yMO11  |LXAPP |LINUX181.QA13 LINUX181.0QA13 IS ACTIVE

ZVM0O11 VMGST | ZVM0O11 ACTIVE ACTIVE MANUALI OK
*x ENDx x
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automate z/Linux operations
command and response function
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additional CA solutions that optimize
Linux on System z
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CA solutions for flexible workload automation

Challenge
— Need to streamline management of
workloads running on Linux on System z

Linux on System z
— Require support across multiple

platforms ﬁ
CA Cross-Platform Workload Automation --1
Automate scheduli t] d Kloed Automat Pistributed
— Automate scheduling, execution an Workload Automation Workload Automation
tracking of important Linux on System z CA Workload
Automation ESP Edition CA Workload
workloads CAWOII Automation AE
Automation CA 7° Edition
— Collaboratively run Linux on System z CA Jobtrac™
kload . CA inf d Job Management
workloads using CA mainframe an cA ccna ’
distributed workload management Job Manaccii
products
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secure entire z/VM and Linux on System z infrastructure

CA Top Secret® for z/VM
CA ACF2™ for z/VM
CA VM:Secure
CA SiteMinder® CA Access Control CA PAM Client for Linux
Web Access
Resource protection for z/VM
and Linux operating system
resources such as programs, Integrate
Application security files, directories, etc. authentice e
for web applications
running on Validate Linux

identities against
existing z/OS or
z/VM user definitions

Linux on System z

=

Web Enabled Java
Applications

Linux on System z

40 Copyright © 2012 CA. All rights reserved. m
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additional CA solutions supporting Linux on System z

CA Easytrieve®

CA MIM™ Resource Sharing

CA Gen

CA XCOM™ Data Transport

CA Storage Resource Manager

CA Workload Automation

CA SYSVIEW?® Performance
Management

CA APM (formerly CA Wily)

CA SiteMinder® Agent

CA ControlMinder

41 Copyright © 2012 CA. Allrights reserved.

Information retrieval and report writing for Linux on System z

Automate resource sharing for storage and tape devices and improved
console management.

Modernize applications to Linux on System z using model-driven
development; reuse assets and migrate without rewriting code.

Reliably and securely transfer mission critical data across multiple
platforms including Linux on System z.

Enterprise wide view of storage resources across multiple platforms,
including Linux on System z.

Automate scheduling, execution and tracking of Linux on System z
workloads using CA mainframe or distributed workload management
solutions.

End-to-end view of web enabled Java applications running on Linux on
System z; understand where in the stack problems may be occurring.

Monitor performance of Linux on System z web enabled Java
applications and troubleshoot problems before they occur.

Secure web applications running under Linux on System z.

Control access to Linux on System z servers, applications, and devices
through host access control and privileged user management.
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Summary




CA management for Linux on System z

comprehensive, best in class portfolio

CA VM:Manager™ Suite
for Linux on System z Systems

CA Workload Automation  [VACUET{I 1)

Data
UPSTREAM for .
Linux on System z Protection

CA VM:Backup (HiDRO) EELLBMRER (=]}
Recovery

CA Top Secret® for z/VM
CA ACF2™ for z/VM

Security
CA VM:Secure

Management

CA VM:Archiver™
CA VM:Director™
CA VM:Schedule™
CA VM:Spool™

CA VM:Operator™
CA VM:Tape

Performance BEEEEEA LGk
and Capacity Performance Suite
Management

CA VM:Secure
CA VM:Director™

MG I-3  CA VM:Archiver

CA Applogic for Mainframe (2012)

ca.com/mainframe/linux
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Visit
ca.com/mainframe/linux

today!

Linux on System z offers
significant cost savings...

..but who can help you
optimize it?

CA Technologies can
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thank you




legal notice

© Copyright CA 2012. All rights reserved. All trademarks, trade names, service marks and logos referenced herein belong to their
respective companies. No unauthorized use, copying or distribution permitted.

THIS PRESENTATION IS FOR YOUR INFORMATIONAL PURPOSES ONLY. CA assumes no responsibility for the accuracy or
completeness of the information. TO THE EXTENT PERMITTED BY APPLICABLE LAW, CA PROVIDES THIS DOCUMENT “AS IS”
WITHOUT WARRANTY OF ANY KIND, INCLUDING, WITHOUT LIMITATION, ANY IMPLIED WARRANTIES OF MERCHANTABILITY,
FITNESS FOR A PARTICULAR PURPOSE, OR NONINFRINGEMENT. In no event will CA be liable for any loss or damage, direct or
indirect, in connection with this presentation, including, without limitation, lost profits, lost investment, business interruption,
goodwill, or lost data, even if CA is expressly advised of the possibility of such damages.

Certain information in this presentation may outline CA’s general product direction. This presentation shall not serve to (i) affect
the rights and/or obligations of CA or its licensees under any existing or future written license agreement or services agreement
relating to any CA software product; or (ii) amend any product documentation or specifications for any CA software product. The
development, release and timing of any features or functionality described in this presentation remain at CA’s sole discretion.

Notwithstanding anything in this presentation to the contrary, upon the general availability of any future CA product release
referenced in this presentation, CA may make such release available (i) for sale to new licensees of such product; and (ii) in the
form of a regularly scheduled major product release. Such releases may be made available to current licensees of such product
who are current subscribers to CA maintenance and support on a when and if-available basis.
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